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ABSTRACT

Introduction: It is generally accepted that groundwater is one of the most vital sources of water for drinking use in cities and rural areas. The water drawn from these sources should be sanitary, have low soluble substances, and be free of any pathogens and microorganisms.

Materials and Methods: In this study, 90 wells were sampled with proper dispersion over the study area to achieve suitable estimation accuracy.

Results: The assessments made based on 10-year averages of water quality in the studied plain showed that according to the Schuler and Wilcox criteria of water quality for drinking and agricultural use, the northern and southern parts of the plain have unsuitable water quality compared to central parts. Interpolation RMSE value of the Inverse Distance Weighting (IDW) model for SO4-, TDS, TH, Mg2+, Cl-, Ca2+ and HCO3- were 8.46, 2615, 246, 6.8, 38.9, 8.3 1.16 also 8.4, 2628, 750.9, 7.0, 39.8, 8.1, 8.1 (mg L-1) for Kriging, respectively.

Conclusion: The cause of low groundwater quality in northern regions is the high rate of SO4-, TH, Cl-, and TDS, which are of the most important determinants of water quality for drinking. The examination of samples in the assessment of water quality for agricultural use clearly showed a higher value of EC compared to SAR.

Introduction

Geographic information systems are widely used in the monitoring and qualitative classification of river water and facilitate large scale analysis of data. Using this system, it is possible to devise more effective management plans by identifying important demographic, industrial and agricultural centers and estimating the pollution load in combination with other information. Arid areas suffer from water scarcity because of low annual rainfall and high evaporation, which sometimes reaches as high as 40 times the precipitation 1, 2. Groundwater is one of the most important sources of drinking water for urban and rural settlements. The water drawn from these sources should be completely hygienic, have low soluble substances,
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and be free of any pathogens. Research has shown that bedrock is one of the key factors affecting the chemical composition of water \(^5\). According to Gibbs, the chemical composition of surface water is controlled by three major factors: rock dominance, precipitation, and evaporation-crystallization process. However, the Gibbs model ignores the non-uniform distribution of water on the ground at different scales, which many consider a weak point. In World Health Organization (WHO) and United Nations Environment Programme (UNEP) reports, surface water and groundwater compositions are considered dependent on natural factors (geology, topography, meteorology, hydrology, and biology) in the drainage basin, and seasonal variations in water runoff volume, weather conditions, and surface water levels. Human activities have also a significant impact on the quality of water. Some of these effects are the result of hydrological changes such as the construction of dams, drying of wetlands, and deviation in flow path \(^5\). \(^7\).

The classification of water quality for agricultural use was performed using the Wilcox diagram. This diagram determines the quality of water for agriculture use based on two parameters: Electrical Conductivity (EC) and Sodium Absorption Ratio (SAR). The horizontal axis represents EC in micromhos per cm and the vertical axis represents the SAR value. Sodium Absorption Ratio, or SAR, is the ratio of sodium ions in a water sample to calcium and magnesium ions \(^8\): \(^9\):

$$SAR = \frac{Na}{\sqrt{Ca+Mg}} \quad \text{(1)}$$

If SAR is less than 4, then the soil has an appropriate amount of sodium. If this ratio is greater than 8, the soil exhibits decreases permeability and changes in texture. And if this ratio is greater than 13, then the soil is sodic. In the standards of water quality for agricultural use, SAR values are classified into 4 groups: 1- Less than 10 (low and good) 2- Values between 11-18 (moderate) 3- Values between 19-26 (high) and 4- Values greater than 27 (Very high). EC values are also classified into 4 groups: 1- values between 100-250 (low) 2- values between 251-750 (moderate) 3- values between 751-2251 (high) and 4- values greater than 2251 (very high).

Maghami et al. in the study tried to evaluate water quality using different interpolation methods and Geographic Information System (GIS). In this study, 27 wells in Abadeh zone were studied. Interpolation methods (Kriging with semi-linear, circular, spherical, Inverse Distance Weighting (IDW), Spline, Gaussian and exponential variograms) and GIS were used for zoning the water quality of the study area. The results of this study showed that among the above-mentioned methods, Kriging with exponential and circular semivariograms are the most suitable methods for interpolation and finally zoning of drinking water quality \(^10\).

Nowadays, interpolation has extensive use in many research and scientific projects for estimating development in the study area, urban and rural planning, and other areas. The use of interpolation models depends on access to known data in the study area \(^11\). \(^12\). Therefore, mathematical models and methods can be employed for more accurate estimation. The most accurate method based on interpolation operations is geostatistics, which has managed to increase the accuracy of estimates through scientific models. In this study, the drinking water and groundwater quality in Ardakan Mehriz plain is studied based on Schuler and Wilcox criteria in four steps:

- Evaluation and sampling of 93 wells in the plain and identifying the elements that affect the water quality assessment.
- Kriging interpolation for each of the elements that affect the water quality assessment (obtained from the previous step) according to the relevant contour plot using the inverse distance interpolation method and by an evaluation based on mean squared error.
- Determining the range of water quality by comparing the data obtained from the previous steps using the Schuler diagram, which classifies water into six categories: good, acceptable, moderate, unsuitable, quite unpleasant, and non-
Materials and Methods

Study Area

Ardakan-Mehriz plain is the wide drainage basin of Yazd province in Iran. This plain is located between 53°24'42" and 54°56'42" eastern longitudes and 31°13'30" and 32°36'6" northern latitudes in an area of about 10741 km². This plain is the largest and the most important aquifer of the province and is used for agriculture, drinking, and industrial purposes in Yazd-Ardakan-Mehriz (Figure 1). In this study, Yazd-Ardakan-Mehriz aquifer is zoned in terms of groundwater quality using Schuler and Wilcox criteria in the GIS environment. In addition, the effect of spatial and temporal variations on qualitative characteristics of the aquifer groundwater is analyzed using geostatistical methods. In this study, the time range of ten years’ period was studied from 2007 to 2017. The information required to assess water quality was obtained from Yazd Water and Wastewater Company. The experiments related to the investigation were performed in triplicate and repeated three times and the average data were presented. Samples were collected from the sampling time until they were transported to the laboratory in the ice which were stored at a temperature of 2 ° C.

Data and Method

Geostatistics is one of the best applications of interpolation operation, which has been able to improve the accuracy of estimation through scientific models. Accordingly, geostatistics can be used to convert observations into data. In the GIS environment, geographical data are divided into two types based on the analytical methods: discrete data and continuous data. Discrete data are mostly categorical data, meaning that in essence they have precisely definable boundaries and can be stored as a raster or vector, (e.g. lake, building, or road). Continuous data are continuous in nature, meaning that every point on the ground will have a degree of the property or variable they describe. Liquids belong to the latter group, but also have a direction and can be measured at any point. Because of their continuity, continuous data cannot be measured at all levels and have to be sampled. Interpolation is the estimation of continuous variables in the non-sampled areas within an area with scattered observation points. The output of the interpolation can be used as a plot or layer in the GIS analysis. There are many methods for interpolation of continuous data, but this study used two methods for this purpose: IDW and Kriging models.

Inverse Distance Weighting (IDW)

In IDW model, it is assumed that the effectiveness of the continuous variable decreases with the distance from the unknown point, therefore the distance is used as the weight of the known variable in the estimation of unmeasured points. This method is called Inverse Distance Weighting because as the distance from the unknown point increases, the weight decreases. The effect of the intensity of spatial dependence of data can be applied to the formulation by raising the power of the inverse distance. The square of the inverse distance is a popular choice for this purpose. In this method, the target range is transformed into a matrix with cells of equal size.
The spatial coordinates of this matrix and the measurement unit are known. For example, a matrix may have 50x50 m$^2$ cells. In this grid, the value of the variable is known in some cells and unknown in others. Each unknown value is estimated using the values of neighboring cells within a given radius using the following equation.

$$\hat{Z}(s_0) = \sum_{i=1}^{N} \lambda_i Z(s_i)$$

(2)

Where $Z(s_i)$ the value is measured at the $i^{th}$ position and $\lambda_i$ is the weight measured at the $i^{th}$ position. $s_0$ is the position of the estimated value and $N$ is the number of measured or known points. $\lambda_i$ is a function of the distance between points. The dependence of the unknown cells on known cells is adjusted by the power of the inverse distance. The appropriate power ($\rho$) is determined based on the Root Mean Square Prediction Error (RMSPE). The best value for $\rho$ is the one that yields the best estimations of unknown cells, or in the other words minimizes the prediction error. The points on the curve represent different RMSPE values obtained with different $\rho$ values. The minimum value of RMSPE on the curve gives the best power for the IDW model.

When this power is zero ($\rho = 0$), the impact of the distance is uniform and the unknown value is obtained by averaging the values of neighboring points. But as this power increases, the impact of distance also increases, and closer cells gain a higher weight in the formulation.

In the IDW model, it is typical to use $\rho$ greater than 1, such as 2, which is why it is also called squared inverse distance. In the IDW model Neighborhood can be defined in two ways. The fixed search radius method assumes a circle around the unknown point and calculates this value based on the points positioned within the circle. In other words, to calculate the unknown point, the distance of each of the points inside the circle will be measured, the measured distances will be raised to second order, and the results will be averaged. The $\rho$ value is actually the weight given to the distances. This means to increase the effect of distance, so the value of $\rho$ is increased. The size of the search radius depends on the distance between the points and the manner of changes in the continuous variable. If the variable changes irregularly, one can use the nearest neighbor’s method instead of the fixed search radius. This method is similar to the previous method, with the difference that interpolation is performed with the minimum number of neighbors. In other words, the neighborhood is defined with the number of neighbors $16$.

**Kriging Model**

The Kriging method is the most important and extensively used method of statistical interpolation. Kriging is an advanced interpolation method most suitable for data with well-defined local trends. The Kriging method operates based on the minimum variance of estimation, and its error is a function of variogram characteristics (spatial structure) $18$.

As long as variographic analysis and variogram model are sufficiently accurate, the kriging method will be accurate as well. The Kriging model is generally similar to the IDW model $20$.

$$\hat{Z}(s_0) = \sum_{i=1}^{N} \lambda_i Z(s_i)$$

(3)

Where $Z(s_i)$ is the value measured at the $i^{th}$ position and $\lambda_i$ is the weight measured at the $i^{th}$ position. $s_0$ is the position of the estimated value and $N$ is the number of measured or known points. In the IDW model, $\lambda_i$ is only a function of distance, but in the kriging model, the weight also depends on the spatial structure of the points. Accordingly, the Kriging model is a good interpolation model for geostatistical purposes. The kriging model operates based on the regionalized variable theory, where the value of each point in space is a function of its coordinates. Therefore, the variation of the regionalized variable in space is decomposed into 4 components.

$$Z(x) = m(x) + \varepsilon'(x) + \varepsilon$$

(4)

Where $m(x)$ is the function giving the structural
element $Z$ at point $x$, $\varepsilon'(x)$ is the function describing the random component, which is spatially dependent and locally variable, and $\varepsilon^*$ is the residue or random error, which has a zero mean and constant variance and is spatially independent. In a semi-variogram, every two samples can be paired with each other, as there is a known distance between them. Therefore, for better management of the semi-variogram, instead of drawing all pairs, they are grouped based on their distance. For example, all pairs that have a distance of more than 40 meters and less than 50 meters from each other can be categorized in one group. After drawing the semi-variograms, a suitable regression model will be fitted into it.

Results

Accuracy evaluation method

Different interpolation methods are evaluated using the cross-validation method. In this method, a point will be temporarily removed and will then be estimated based on other points using interpolation. The removed value will then be returned and this process will be repeated for all remaining points. In the end, a table with two columns, one for actual values and the other for estimated values will be created. Having these two values, Mean Absolute Error (MAE) and Mean Bias Error (MBE) of the model can be measured. The closer the MAE and MBE values are to zero, the more accurate is the model. Other measures for assessing the accuracy of interpolation methods are the Root Mean Square Error (RMSE) and the correlation coefficient ($R^2$) between observed and measured values. Greater RMSE values represent a higher error, but in the case of $R^2$, greater values indicate higher statistical accuracy.

These measures are calculated as follows:

$$MAE : \frac{1}{n} \sum_{i=1}^{n} |Z^*(x_i) - Z(x_i)|$$  \hspace{1cm} (5)

$$MBE : \frac{1}{n} \sum_{i=1}^{n} Z^*(x_i) - Z(x_i)$$  \hspace{1cm} (6)

$$RMS = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \varepsilon^*(x_i) - \varepsilon(x_i) \right)^2}$$  \hspace{1cm} (7)

$$RMSS = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \varepsilon^*(x_i) - \varepsilon(x_i) \right)^2} = \frac{RMS}{S}$$  \hspace{1cm} (8)

Where: $Z^*$: estimated value; $Z$: measured value; $N$: number of data; MAE: Mean Absolute Error; MBE: Mean Bias Error; $S$: Error variance.

<table>
<thead>
<tr>
<th>Interpolation</th>
<th>RMSE of IDW</th>
<th>RMSE of Kriging</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO$_4^-$ (mg L$^{-1}$)</td>
<td>8.46</td>
<td>8.45</td>
</tr>
<tr>
<td>Total dissolved solids (mg L$^{-1}$)</td>
<td>2615.69</td>
<td>2628.92</td>
</tr>
<tr>
<td>TH (mg L$^{-1}$)</td>
<td>746.27</td>
<td>750.93</td>
</tr>
<tr>
<td>Mg$^{2+}$ (mg L$^{-1}$)</td>
<td>6.83</td>
<td>7.01</td>
</tr>
<tr>
<td>Cl$^-$ (mg L$^{-1}$)</td>
<td>38.90</td>
<td>39.80</td>
</tr>
<tr>
<td>Ca$^{2+}$ (mg L$^{-1}$)</td>
<td>8.29</td>
<td>8.14</td>
</tr>
<tr>
<td>HCO$_3^-$ (mg L$^{-1}$)</td>
<td>1.16</td>
<td>8.14</td>
</tr>
</tbody>
</table>

Using the samples taken in a 10-year period, the contour plots were obtained for each parameter, and the water quality plots were drawn accordingly. According to Schuler criteria for drinking water quality, it seems that central and southwestern parts of the studied region have good and acceptable water quality, but southeastern and northern parts have a low water quality, which fall into unsuitable and even unpleasant category (Figure 2).
Figure 2: Contour plot of the A) SO$_4$, B) TDS, C) TH, D) Mg, E) Cl, F) Ca, G) HCO$_3$, and H) of the quality of drinking water based on Schuler parameters.
Water quality assessment for agricultural use

The present study used this classification with the Wilcox criteria. The figures below show the zone plots related to SAR and EC and the results regarding the water quality for irrigation based on the Wilcox diagram and criteria 26-28 (Figure 3, 4).

Figure 3: A) Contour plot of the EC B) SAR of the groundwater in Yazd-Ardakan-Mehriz.

Figure 4: Contour plot of the groundwater quality for agricultural irrigation.
Having the parameters affecting the water quality for agricultural use based on the Wilcoxon diagram, the EC and SAR plots were drawn and the results were obtained accordingly. The obtained results showed that in the northern and the southeastern parts of the plain, water quality is unacceptable even for agricultural use. However, water in the central parts of the plain has a suitable quality for irrigation.\(^{26,27}\)

**Discussion**

It should be noted that given the sampling of 90 wells and the proper dispersion of these samples, good accuracy in quality estimation was achieved. The assessments made based on 10-year averages of water quality in the studied plain show that according to the Schuler and Wilcoxon criteria of water quality for drinking and agricultural use, the northern and southern parts of the plain have unsuitable water quality compared to central parts. According to the contour plot, the reason for this poor quality in the northern regions is the high rate of SO\(_4\), TH, Cl, and TDS, which are the most important determinants of water quality for drinking use. The examination of samples in the assessment of water quality for agricultural use clearly showed the higher value of EC compared to SAR.

**Conclusion**

According to examinations of this study, it can be concluded that groundwater quality in the central parts of the plain has suitable quality for irrigation, however; groundwater quality in the northern and southeastern parts of the plain is unacceptable even for agricultural use. The IDW model is better than the Kriging model for analyzing the groundwater quality of the study area. Using geostatistics and GIS, it is possible to identify areas with suitable water quality for agriculture and drinking in the study area. The trends of spatial variations of TDS, pH, EC, and NO\(_3\) change along the plain.
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